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The file view is a globa concept, which influence al data access operations.
Each process obtainsits own view of the shared datafile. In order to specify the
file view the user creates a derived datatype. Since each access operation can
use another derived datatype that specifies the fragmentation in memory, there
are two orthogonal aspectsto data access:. the fragmentation in memory and the
fragmentation of the file view.
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Derived Datatypes
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 MPI-1 providestechniquesfor creating datatype

objects having an arbitrary data layout in memory.

» A derived opaque datatype object can be used in
various MPI operations.

» But thelayout information, once encapsulated in a
derived datatype, can not be extracted with stand-
ard MPI-1 functions.
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MPI-1/0O Implementation

MPI-1/O I mplementation

MPI-1 Interface

MPI-1 Implementation

MPI-2 operations and the M PI-1/O subset in particular form an exten-
sion to MPI-1. However a developer of MPI-1/O needs access to the
source code of the MPI-1 implementation, on top of which he intends
to implement MPI-1/0O. For each MPI-1 implementation, a specific
integration of MPI-1/O isrequired.



Reverse Engineering
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MPI_Send(source,sizeMPI_BYTE,...)
MPI_Recv(destination-LB,1,T4,...)

MPI_Recv operation receives a contiguous network stream and distributesit
In memory according to the datalayout of the datatype. If the memory is pre-
vioudly initialized with a “green colour”, and the network stream has a*“red
colour”, then analysis of the memory after datareception will give usthe nec-
essary information on the data layout. Instead of sending and recelving, it is
possible to use the MPI_Unpack standard MPI-1 operation.



Portable MPI-1/O Solution

MPI-1/O Implementation

S

Reverse Engineering

MPI-1 Interface

MPI-1 Implementation

Once we have a tool for derived datatype decoding, it becomes
possibleto create an isolated M PI-1/O solution on top of any stand-
ard MPI-1. The Argonne National Laboratory’s MPICH imple-
mentation of MPI-I/O is used with our datatype reverse
engineering technique and a limited subset of MPI-1/O operations
has been implemented.



Conclusion

The presented isolated MPI-I1/O package automati-
cally givesto every MPI-1 owner an MPI-1/O, with-
out any requiring to change or modify his current
MPI-1 implementation.

Future work

* Implementation of blocking collective file access
oper ations.

* Implementation of non-blocking file access oper a-
tions.

* Integrationto EPFL'sparallel filestripinglibrary
SFI0.

Thank You'!
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